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MultilayerMultilayer  neuralneural  networksnetworks
■■ A A multilayer perceptronmultilayer perceptron is a is a feedforward feedforward neural neural

network with one or more hidden layers.network with one or more hidden layers.
■■ TheThe network consists of an  network consists of an input layerinput layer of source of source

neuronsneurons, at least one middle or , at least one middle or hidden layerhidden layer of of
computationalcomputational neurons neurons, and an , and an output layeroutput layer of of
computationalcomputational neurons neurons..

■■ TheThe input signals are propagated in a forward input signals are propagated in a forward
direction on a layer-by-layer basis.direction on a layer-by-layer basis.
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Multilayer perceptronMultilayer perceptron with two hidden layers with two hidden layers
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What does the middle layer hideWhat does the middle layer hide??
■■ A hidden layer “hides” its desired output.A hidden layer “hides” its desired output.

NeuronsNeurons in the hidden layer cannot be observed in the hidden layer cannot be observed
through the input/output behaviour of the network.through the input/output behaviour of the network.
There is no obvious way to know what the desiredThere is no obvious way to know what the desired
output of the hidden layer should be.output of the hidden layer should be.

■■ Commercial ANNs incorporate three andCommercial ANNs incorporate three and
sometimes four layers, including one or twosometimes four layers, including one or two
hidden layershidden layers.  Each layer can contain from 10 to.  Each layer can contain from 10 to
10001000 neurons neurons.  Experimental neural networks may.  Experimental neural networks may
have five or even six layers, including three orhave five or even six layers, including three or
four hidden layers, and utilise millions of four hidden layers, and utilise millions of neurons.neurons.
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Back-propagation neural networkBack-propagation neural network
■■ Learning in aLearning in a multilayer multilayer network proceeds the network proceeds the

same way as for asame way as for a perceptron perceptron..
■■ A training set of input patterns is presented to theA training set of input patterns is presented to the

network.network.
■■ TheThe network computes its output pattern, and if network computes its output pattern, and if

there is an error there is an error −− or in other words a difference or in other words a difference
between actual and desired output patterns between actual and desired output patterns −− the the
weights are adjusted to reduce this error.weights are adjusted to reduce this error.
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■■ In a back-propagation neural network, the learningIn a back-propagation neural network, the learning
algorithm has two phases.algorithm has two phases.

■■ First, a training input pattern is presented to theFirst, a training input pattern is presented to the
network input layer.  The network propagates thenetwork input layer.  The network propagates the
input pattern from layer to layer until the outputinput pattern from layer to layer until the output
pattern is generated by the output layer.pattern is generated by the output layer.

■■ If this pattern is different from the desired output,If this pattern is different from the desired output,
an error is calculated and then propagatedan error is calculated and then propagated
backwards through the network from the outputbackwards through the network from the output
layer to the input layer.  The weights are modifiedlayer to the input layer.  The weights are modified
as the error is propagated.as the error is propagated.
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Three-layer back-propagation neural networkThree-layer back-propagation neural network
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Step 1Step 1: : InitialisationInitialisation
SetSet all the weights and threshold levels of the all the weights and threshold levels of the
network to random numbers uniformlynetwork to random numbers uniformly
distributed inside a small range:distributed inside a small range:

wherewhere  FFii is the total number of inputs of is the total number of inputs of neuron neuron  ii
in the network.  The weight initialisation is donein the network.  The weight initialisation is done
on aon a neuron neuron-by--by-neuronneuron basis. basis.

The back-propagation trainingThe back-propagation training algorithm algorithm
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



+−

ii FF
4.2   ,4.2



   Negnevitsky, Pearson Education, 2002Negnevitsky, Pearson Education, 2002 33

Step 2Step 2: : ActivationActivation
ActivateActivate the back-propagation neural network by the back-propagation neural network by
applying inputs applying inputs xx11((pp), ), xx22((pp),…,),…,  xxnn((pp) and desired) and desired
outputs outputs yydd,1,1((pp), ), yydd,2,2((pp),…, ),…, yydd,,nn((pp).).
((aa)  Calculate the actual outputs of the)  Calculate the actual outputs of the neurons neurons in in
the hidden layer:the hidden layer:

where where nn is the number of inputs of is the number of inputs of neuron neuron  jj in the in the
hidden layer, andhidden layer, and  sigmoidsigmoid is the is the  sigmoidsigmoid activation activation
functionfunction..
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((bb)  Calculate the actual outputs of the neurons in)  Calculate the actual outputs of the neurons in
the output layer:the output layer:

where where mm is the number of inputs of neuron  is the number of inputs of neuron kk in the in the
output layer.output layer.
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Step 2Step 2: Activation (continued): Activation (continued)
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Step 3Step 3: Weight : Weight trainingtraining
UpdateUpdate the weights in the back-propagation network the weights in the back-propagation network
propagating backward the errors associated withpropagating backward the errors associated with
outputoutput neurons neurons..
((aa) Calculate the error gradient for the) Calculate the error gradient for the neurons neurons in the in the
output layer:output layer:

wherewhere

Calculate the weight corrections:Calculate the weight corrections:

UpdateUpdate the weights at the output the weights at the output neurons neurons::

[ ] )()(1)()( pepypyp kkkk ⋅−⋅=δ

)()()( , pypype kkdk −=

)()()( ppypw kjjk δα ⋅⋅=∆

)()()1( pwpwpw jkjkjk ∆+=+
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((bb)  Calculate the error gradient for the)  Calculate the error gradient for the neurons neurons in in
the hidden layer:the hidden layer:

Calculate the weight corrections:Calculate the weight corrections:

Update the weights at the hiddenUpdate the weights at the hidden neurons neurons::

)()()(1)()(
1

][ p wppypyp jk

l

k
kjjj ∑

=
⋅−⋅= δδ

)()()( ppxpw jiij δα ⋅⋅=∆

)()()1( pwpwpw ijijij ∆+=+

Step 3Step 3: Weight training (continued): Weight training (continued)
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Step 4Step 4: Iteration: Iteration
Increase iteration Increase iteration pp by one, go back to  by one, go back to Step 2Step 2 and and
repeat the process until the selected error criterionrepeat the process until the selected error criterion
is satisfied.is satisfied.

As an example, we may consider the three-layerAs an example, we may consider the three-layer
back-propagation network.  Suppose that theback-propagation network.  Suppose that the
network is required to perform logical operationnetwork is required to perform logical operation
Exclusive-ORExclusive-OR.  Recall that a single-layer.  Recall that a single-layer perceptron perceptron
could not do this operation.  Now we will apply thecould not do this operation.  Now we will apply the
three-layer net.three-layer net.



   Negnevitsky, Pearson Education, 2002Negnevitsky, Pearson Education, 2002 38

Three-layer network for solving theThree-layer network for solving the
Exclusive-OR operationExclusive-OR operation
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■■ The effect of the threshold applied to aThe effect of the threshold applied to a neuron neuron in the in the
hidden or output layer is represented by its weight, hidden or output layer is represented by its weight, θθ,,
connected to a fixed input equal to connected to a fixed input equal to −−1.1.

■■ The initial weights and threshold levels are setThe initial weights and threshold levels are set
randomly as follows:randomly as follows:
ww1313 = 0.5,  = 0.5, ww1414 = 0.9,  = 0.9, ww2323 = 0.4,  = 0.4, ww2424 = 1.0 = 1.0, , ww3535 =  = −−1.2,1.2,
ww4545 = 1.1 = 1.1, , θθ33 = 0.8,  = 0.8, θθ44 =  = −−0.1 and 0.1 and θθ55 = 0.3. = 0.3.
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■■ We consider a training set where inputs We consider a training set where inputs xx11 and  and xx22 are are
equal to 1 and desired output equal to 1 and desired output yydd,5,5 is 0.  The actual is 0.  The actual
outputs of neurons 3 and 4 in the hidden layer areoutputs of neurons 3 and 4 in the hidden layer are
calculated ascalculated as

[ ] 5250.01 /1)( )8.014.015.01(
32321313 =+=θ−+= ⋅−⋅+⋅−ewxwx sigmoidy

[ ] 8808.01 /1)( )1.010.119.01(
42421414 =+=θ−+= ⋅+⋅+⋅−ewxwx sigmoidy

■■ Now the actual output ofNow the actual output of neuron neuron 5 in the output layer 5 in the output layer
is determined as:is determined as:

■■ ThusThus, the following error is obtained:, the following error is obtained:

[ ] 5097.01 /1)( )3.011.18808.02.15250.0(
54543535 =+=θ−+= ⋅−⋅+⋅−−ewywy sigmoidy

5097.05097.0055, −=−=−= yye d
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■■ The next step is weight training.  To update theThe next step is weight training.  To update the
weights and threshold levels in our network, weweights and threshold levels in our network, we
propagate the errorpropagate the error, , ee, from the output layer, from the output layer
backward to the input layer.backward to the input layer.

■■ First, we calculate the error gradient forFirst, we calculate the error gradient for neuron neuron 5 in 5 in
the output layer:the output layer:

1274.05097).0( 0.5097)(1 0.5097)1( 555 −=−⋅−⋅=−=  e y yδ

■■ Then we determine the weight corrections assumingThen we determine the weight corrections assuming
that the learning rate parameter, that the learning rate parameter, αα , is equal to 0.1:, is equal to 0.1:

0112.0)1274.0(8808.01.05445 −=−⋅⋅=⋅⋅=∆ δα yw
0067.0)1274.0(5250.01.05335 −=−⋅⋅=⋅⋅=∆ δα yw

0127.0)1274.0()1(1.0)1( 55 −=−⋅−⋅=⋅−⋅=θ∆ δα
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■■ Next we calculate the error gradients for neurons 3Next we calculate the error gradients for neurons 3
and 4 in the hidden layer:and 4 in the hidden layer:

■■ We then determine the weightWe then determine the weight corrections: corrections:

0381.0)2.1 (0.1274) (0.5250)(1 0.5250)1( 355333 =−⋅−⋅−⋅=⋅⋅−=  wyy δδ

0.0147.11 4) 0.127 ( 0.8808)(10.8808)1( 455444 −=⋅−⋅−⋅=⋅⋅−=  wyy δδ

0038.00381.011.03113 =⋅⋅=⋅⋅=∆ δα xw
0038.00381.011.03223 =⋅⋅=⋅⋅=∆ δα xw

0038.00381.0)1(1.0)1( 33 −=⋅−⋅=⋅−⋅=θ∆ δα
0015.0)0147.0(11.04114 −=−⋅⋅=⋅⋅=∆ δα xw
0015.0)0147.0(11.04224 −=−⋅⋅=⋅⋅=∆ δα xw

0015.0)0147.0()1(1.0)1( 44 =−⋅−⋅=⋅−⋅=θ∆ δα
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■■ At last, we update all weights and At last, we update all weights and threshold:threshold:

5038.00038.05.0131313 =+=∆+= www
8985.00015.09.0141414 =−=∆+= www

4038.00038.04.0232323 =+=∆+= www

9985.00015.00.1242424 =−=∆+= www

2067.10067.02.1353535 −=−−=∆+= www

0888.10112.01.1454545 =−=∆+= www

7962.00038.08.0333 =−=θ∆+θ=θ

0985.00015.01.0444 −=+−=θ∆+θ=θ

3127.00127.03.0555 =+=θ∆+θ=θ

■■ The training process is repeated until the sum ofThe training process is repeated until the sum of
squared errors is less than 0.001.squared errors is less than 0.001.
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Learning curve for operation Learning curve for operation Exclusive-ORExclusive-OR
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Final results of three-layer network learningFinal results of three-layer network learning
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Network represented byNetwork represented by McCulloch McCulloch--PittsPitts model model
for solving the for solving the Exclusive-ORExclusive-OR operation operation
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((aa) Decision) Decision boundary constructed by hidden boundary constructed by hidden neuron neuron  3;3;
((bb)) Decision boundary constructed by hidden Decision boundary constructed by hidden neuron neuron 4; 4;
((cc) Decision boundaries constructed by the ) Decision boundaries constructed by the completecomplete
            threethree-layer network-layer network
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Accelerated Accelerated learninglearning in  in multilayermultilayer
neuralneural  networksnetworks

■■ AA multilayer multilayer  network learns much fasternetwork learns much faster when the when the
sigmoidalsigmoidal activation function is represented by a activation function is represented by a
hyperbolic tangenthyperbolic tangent::

where where aa and  and bb are constants. are constants.
SuitableSuitable values for  values for aa and  and bb are: are:
aa = 1.716 and  = 1.716 and bb = 0. = 0.667667

a
e
aY bX

htan −
+

= −1
2
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■■ We also can accelerate training by including aWe also can accelerate training by including a
momentum termmomentum term in the delta rule: in the delta rule:

where where ββ is a positive number (0  is a positive number (0 ≤≤  ββ  << 1) called the 1) called the
momentum constantmomentum constant.  Typically, the momentum.  Typically, the momentum
constant is set to 0.95.constant is set to 0.95.

This equation is calledThis equation is called the  the generalised delta rulegeneralised delta rule..

)()()1()( ppypwpw kjjkjk δαβ ⋅⋅+−∆⋅=∆



   Negnevitsky, Pearson Education, 2002Negnevitsky, Pearson Education, 2002 50

Learning with momentum for operation Learning with momentum for operation Exclusive-ORExclusive-OR

0 20 40 60 80 100 120
10-4

10-2

100

102

Epoch

Su
m

-S
qu

ar
ed

 E
rr

or

Training  for 126 Epochs

0 100 140
-1

-0.5

0

0.5

1

1.5

Epoch

Le
ar

ni
ng

 R
at

e

10-3

101

10-1

20 40 60 80 120



   Negnevitsky, Pearson Education, 2002Negnevitsky, Pearson Education, 2002 51

Learning with adaptive learning rateLearning with adaptive learning rate
To accelerate the convergence and yet avoid theTo accelerate the convergence and yet avoid the
danger of instability, we can apply two heuristics:danger of instability, we can apply two heuristics:

Heuristic 1Heuristic 1
If the change of the sum of squared errors has the sameIf the change of the sum of squared errors has the same
algebraic sign for several consequent epochs, then thealgebraic sign for several consequent epochs, then the
learning rate parameter, learning rate parameter, αα , should be increased., should be increased.

Heuristic 2Heuristic 2
If the algebraic sign of the change of the sum ofIf the algebraic sign of the change of the sum of
squared errors alternates for several consequentsquared errors alternates for several consequent
epochs, then the learning rate parameter, epochs, then the learning rate parameter, αα , should be, should be
decreased.decreased.
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■■ Adapting the learning rate requires some changesAdapting the learning rate requires some changes
in the back-propagation algorithm.in the back-propagation algorithm.

■■ If the sum of squared errors at the current epochIf the sum of squared errors at the current epoch
exceeds the previous value by more than aexceeds the previous value by more than a
predefinedpredefined ratio (typically 1.04), the learning rate ratio (typically 1.04), the learning rate
parameter is decreased (typically by multiplyingparameter is decreased (typically by multiplying
by 0.7) and new weights and thresholds areby 0.7) and new weights and thresholds are
calculated.calculated.

■■ If the errorIf the error is less than the previous one, the is less than the previous one, the
learning rate is increased (typically by multiplyinglearning rate is increased (typically by multiplying
by 1.05).by 1.05).
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Learning with adaptive learning Learning with adaptive learning raterate
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Learning with momentum and adaptive learning rateLearning with momentum and adaptive learning rate
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